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Abstract: The goal to build a knowledge base, making “permanent” the user
evaluations experiences on search results, constitutes the main motivation of this
paper. In information retrieval systems, an experience is a search instance,
represented by a search context and a set of evaluated document results. In this
paper, we propose a search context model, characterized by the user’s profile and
query. Similarity functions between users’ profiles and search contexts are
defined, on the basis of the proposed model. The reuse process consists in
expanding the initial user query by the documents terms contained in the similar
instances. In contrast with the Rocchio method, these documents are those
validated beforehand by users, having “similar” profiles as the current user, and
being in a “‘similar” search situation. OQur proposition enables to reduce system
interactions with the user during his/her search session. These features were
carried out in the COSYDOR (Cooperative System for Document Retrieval)
project, based on /ntermedia (Oracle 8i). Tests and evaluations are carried out
using the test corpus of TREC (Text Retrieval Conference). The results show, for
first search iterations, a significant improvement of performance compared to that
of Intermedia. This work is carried out within the framework of a regional project,
in which the sight deficient users constitute our application case. This research
represents a considerable contribution for these users, considering their use
difficulties of current information retrieval systems (too interactive systems,
accessibility problems, etc).

0. Introduction

“Personalized” information retrieval systems, exploit “information about users” during
retrieval, or filtering (NewT [MAE 94]), or query expansion (smart, [BUC 98]), or
navigation process (WebWatrcher, [ARM 95]). The user knowledge generally used in these
systems, is often limited to some key words representing user interests, or some documents
relevant to the user. However, using this knowledge, without defining its context (search
situation, search goal, user features, etc.), reduces significantly its contribution to improve
information retrieval results. _

In a study carried out on intelligent system architectures and machine learning
approaches for information retrieval, such as rings architectures [JER 98b] and multi-agents
systems [JER 98a] [JER 2000a], we were directed towards the reuse techniques and
instance based reasoning [JER 2001b]. This approach, based on the user reasoning cycle
(intention, action, acquisition, evaluation), allows to carry out reasoning, to evaluate the
document results automatically, and to improve them. This approach is relevant, because
the user knowledge used is very “reliable” since “lived” and “evaluated” by this user.
Moreover, the reuse approach enables to minimize the user interaction, which has a
significant advantage for users having particular difficulties of access to information.
Furthermore, the field of experience reuse, offers methods to specify and construct the
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experience context, so that the reuse is optimal [MIL 99].

We propose in this paper to build an instance memory of information retrieval
instances. When the users search contexts are “similar”, these instances are reused to
improve user query formulation. The user profile is considered as a significant element of
an instance search context. Thus we propose in this paper a formal representation of “user
profile” model. We also define a representation of an information retrieval instance model,
in order to evaluate the similarity between instances. The similarity evaluation enables to
highlight candidate instances to be reused, from the instance memory.

Some related works of context definition and experience reuse were proposed in the
early literature. RADIX project [COR 99] proposes the modeling of internet navigation
sessions carried out by the user. These models are reused in order to suggest similar
sessions to the user. CABRI-N [SMA 99] is a personalized image retrieval system. Smain
proposes a modeling of user strategy during an information retrieval process. Retrieval
sessions are memorized and reused to improve user strategy search.

In this paper, we present briefly a modeling study of the user during a search
session, and a representation of a search instance or search situation. Then, we present our
approach of instance reuse for query expansion. Afterwards, we expose our project context
and our application case. Lastly, we present the results of our first tests and the prospects
for evaluations.

1. Information retrieval instance Modeling

In this section, we firstly define the user profile model, representing a relevant feature of
the retrieval instance. Next, a global information retrieval instance is proposed.

1.1 User profile Modeling

Intelligent information systems aim to automatically adapt to individual users. Hence, the
development of appropriate user modeling techniques is of central importance. Algorithms
for intelligent information agents typically draw on work from the information retrieval and
machine learning communities. Both communities have previously explored the potential of
established algorithms for user modeling purposes [BEL 97] [WEB 98]. However, “work in
this field is still in its infancy” [BILL 99].

1.1.1 User knowledge

Intelligent systems for information access are typically aimed at assisting a user in his
search for interesting or useful information. A large variety of agents that make use of
machine learning techniques have been developed and presented in the literature (e.g. [PAZ
97]). Most of this work focuses on the acquisition of a precise model of the user
information need. However, in order to build truly useful information retrieval systems we
also need to be aware of the user’s knowledge.

To define the specific user knowledge, that is exploited during a search session, we
have exploited cognitive approach results [ALL 91]. We have classified the user
knowledge into four knowledge categories, ranked according to their evolution degree.

1. Cultural knowledge (features having little or no evolution)
2. Professional knowledge (features having long term evolution)
3. Systemn knowledge (features having mean term evolution)
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4. Search knowledge (features having short term evolution), related to the current search
session. The Figure 1 shows knowledge user features.

User
knowledge
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knowledge knowledge knowledge knowledge
“Person” Cultural I Vacation Field ' Knowledge Knowledge Search Search
features preferences of the of the preferences goal
-Status search document
-Specialt, system collection - ;
-Name -Country ) e[zec Y Y e Fl[i;plora_non
-Gender -Religion ’ 'S” m;t 'Pr ematic '
-Handicap -Politic ~Suppo; -Frecise goa
-Date -efc.
- efc. -€tc. T .
-Specialization

level

-etc.
Figure 1: User knowledge features .

Some features varies from an application case to another. These variations depend on the
document, the search system and the user types. For example, in image retrieval systems,
the search preferences include specific features as: plan, luminosity, contrast, colors, etc.
Our specific model, concerning our use context, is presented in the next session (§4.1.2)

User knowledge features presented above, constitute a generic model of user profile, which
specific models are related to the application cases used.

1.1.2 Representation formalism

The chosen representation formalism is the vector model. It is the formalism commonly
used in both communities: information retrieval [SAL 86] and instance based reasoning
[KOL 88]. The vector model presents several advantages in processing similarity between
vectors.

Let U=<U,, Uz U;, Uys>, be the vector representation of U, where U, represents the
i" category of user knowledge U.
Ui={a;j}; Vj €[l n]; a;;represents the j"" attribute of the category U,
a;j € {vi}; Vk € [1, n]; v, represents the K possible instance of a;;
We define then the space 7; with dimension #, of vector U; as follows:

L=< (vi)=!"" 5. vke[l m]

1.1.3 Similarity function

We propose to memorize user retrieval experiences, in order to reuse them, when users
have “similar” profiles. Thus, our first goal of formalizing the user model, is to define the
“distance” between user profiles. The expression (1) shows the similarity function Sy,
between two user profiles U' and U/



86 The Digital Library / Technical Factors

s UL U vsyUL U+ xsy(Uy U Dwhs UL U D

H+V+K+A

Sy(U, U) =

(1)

Where:

U, is the vector representing the p™ category of I¥ , which is the profile of the user j.
th

sp: similarity function between vectors of the p™ category of U
€0, 1 v kAe(01]
4 V, K A, represent the parameters enabling to “contextualize” the similarity.

Details about the expression (1) are presented in [JER 2001b].
1.2 Search instance modeling
1.2.1 Search instance representation

The results of various studies on search instance [JER 2001b], make highlight of following
features of a search instance:

- The user profile represented by U

- The user information need expressed by a query, represented by O

- The documents solutions represented by D

- The evaluations E of relevancy of the documents D, given by the user U

Referring to the problem resolution field, the initial problem in information retrieval system
is represented by the user profile U, and his query Q. Collected documents D represent the
solution to the problem, and E the solution evaluation.
We propose a formal description of a search instance, carried out by a user, during
an information retrieval session, (vector representation) as follows:
Instance = <U, Q, D, E>

s« [U: represents the user features during the search session: U=<U), U,, Us, Us>

= (: As defined in information retrieval vector model [SAL 94]; giving the space I’
including all the corpus terms: I" = <#;, 13, 13, ..., >, Q is the weighted term vector
representing the user query, in the space E: Q = <a;, a, a3, ..., a,>; a; corresponds to
the weight of the i term of the query

s D ={d;); Dis aset of documents d;: i € {1, p]; p: number of documents evaluated by
the user; p = |D|; di = <b;y, biz, bis ... bix>; d; is the vector representation of a
document in the defined space Iiopu bi; Tepresents the weight of the j"l term of the
document d;. d; is the weighted term vector representing the document (or a part of the
document) that the user have chosen and evaluated.

= E represents the evaluation given by the user U of the relevance of D according to Q
1.2.2 Instances similarity function

Giving the current instance represented by: Lurrens = (Ucurrent, Qcurrents Deurrents Ecurrent); We
define the similarity function S; between I, and another memorized instance I as shows
the expression (2).

&(Irurremy 1) = Su(Uewrrens U) * SQ(QCurrenb Q) (2) J
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Sy was defined previously (§2.1.3)
Next we present the similarity function Sg

1.2.3 Similarity between queries and thesaurus use

The similarity of a query in a search instance, with the current user query, constitutes a
discriminating criteria of choice of the instance to be reused. The question is how to
quantify this similarity? As the queries are expressed in a vector space, to define their
similarity, one is based on the functions of similarity suggested in the vector model in
information retrieval field [SAL 94]. More precisely, the function of the cosine will
constitute the basis of proposed similarity function.

The cosine function for similarity process consists in highlighting the joint terms of
the two vectors, and making the sum of the products of the joint terms weights (expression
(3)). The major disadvantage of this similarity function is that it is limited to the joint terms,
and ignore “close” terms expressed in two vectors. This problem represents the major
drawback in the Vector Space Model.

In order to mitigate the terms independence problem in the vector model, we
propose to enrich the queries with their linguistic contexts. The linguistic context enables
to define the “semantically” related terms to the query terms. The linguistic context terms
issue from a thesaurus (or linguistic knowledge base specialized in the application field),
allowing to highlight semantic links between the terms. In the case of the thesaurus, it has
three principal types of link: synonymy, hierarchy and neighborhood .

Giving the current user query Q,, let us define

O = <aje, Q2e, A3y oovy Ane> +<Biniliey Unadies s Anamyc> (Linguistic context)

<aie, A2er Ay --» Ane> TEPTESENL the Weights of terms of the corpus space 1 orpuy

<A(n+1jer An+2)ese- Anamie> TEPrEsent the weights of terms of the thesaurus space I wesqurus
Supposing ¢ (t = n+m) is the dimension of the total space terms, the simplified expression
of Q. is: Q. = <ay., A, Az, ..., a>; where a;. € [0,1]

Sim (Q,, Q) is the similarity function between the current query Q. and another query Q,,
where O, = <ay,, az, a3, ..., 4> , represented in the same space terms.

The proposed similarity function, based on the Cosine product, is expressed as follows:

1
Za,raj,

Sim (Q,, Q) = == 3)

Sim (Qr, Qc) € [0,1]; Sim (Q;, Qc) = 1 when Q, = O,
1.3 Confidence degree of a search instance

The search instance (judged similar to the current one) is reused with a confidence degree.
The concept of “confidence” is inspired by the multi-agents approaches. It is taken into
account during the communication and the co-operation inter-agents [SHE 93]. It depends
on the agent “performance”. The performance is calculated on the basis of the evaluation
results of agent contribution [MOU 96]. This implies a system tractability, and a global
evaluation of an iteration success or failure. The agents confidence degree also intervenes
in the system maintenance, in order to eliminate non-active and non confident agents.

In our context, we enrich the instance case, by a confidence degree which reflects
the relevance of the instance.

The confidence degree of the instance is a function @ which depends on:

- 8, the distance between the current instance and the useful instance. ¢ decreases when
the S; distance increases.
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- The session date of the instance. Considering the fast evolution of the fields of user
interest and his search profile, we consider that a “recent” case is more “useful”
comparing to a “non recent” instance. Thus, ¢ increases when (current date - date
session) decreases.

The instance performance: To each instance, we assign an index of performance which
will reflect its rate of contribution to improve the results of retrieval. After the reuse phase,
the similar instance having contributed to the reasoning will see its performance to increase
or decrease according to the quality of the documentary answers (principle of reward /
penalty). In our case, since the relevance feedback is not obligatory for the user, it is
difficult to evaluate the success or the failure of an iteration. In order to simplify this study,
we propose to carry out an average of the evaluations E given by the user, to evaluate
overall results of the search iteration.

2. Experience reuse for query expansion

Before presenting our proposition of query expansion based on experience reuse, we
introduce in the next paragraph the classical approaches of query expansion based on
relevance feedback.

2.1 Relevance feedback for query expansion
2.1.1 Relevance feedback

Query based information retrieval is a sequential process. It is rare that the initial search
retrieves exactly what the user is looking for, therefore he or she can generally benefit from
submitted a revised query based on what has been learned about the topic from the initial
set of relevant documents. This process is known as relevance feedback [ROC 71]. One can
modify the query by adding or deleting search terms and/or modifying term weights.
Clearly, manual query construction and revision is a relatively arduous and complex task.
Given a relevant document, it is difficult to determine what terms to add to the query and
which terms are more or less important. Therefore, the most desirable approach is to
develop an automatic relevance feedback process so that the system does the work of
revising the query.

An automatic relevance feedback system can be designed like this: the system
processes the initial query and returns a list of documents ranked in order of their predicted
relevance to the user. The user examines a few of the highest ranking documents,
determines whether or not they are relevant, and sends this information back the system.
The system uses the analyzed documents to automatically construct a revised query and
produces a new ranking of the remaining documents in the collection. The user can
examine more documents and repeat the relevance feedback process as often as desired.

2.1.2 Feedback using the Vector Space Model: Rocchio

The VSM is ideally suited for automatic relevance feedback since it accepts free text input
for the query. Therefore, we can simply incorporate some or all of the text from the relevant
documents directly into the query. Non relevant documents can be utilized in a similar
fashion. One of the most successful relevance feedback strategies was developed by
Rocchio [ROC 711, and works as follows:
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, 1 1
Q =aQ+,3(|3- Ed,-)-ﬂg Nd,) )
r|d,eD, n d,eD,,

o, B, ve [0,1]; d; is weighted term vector representing a collected document

|D,| cardinality of relevant documents set

|Dy| cardinality of non-relevant documents set

This strategy simply adds a weighted sum of the relevant document vectors and subtracts a
weighted sum of the non relevant documents from the query. Relevance feedback using this
strategy produces a very large improvement in retrieval performance (from 20-80% or
more, depending on the collection) [SAL 86] [HAR 92] [AAL 92].

Adding the full document text directly into the query does have its drawbacks. The
number of terms in the query grows rapidly with the addition of evaluated documents,
causing searches to take longer and longer. A full search must be repeated for each iteration
of relevance feedback. Since relevance feedback is supposed to be an interactive process,
the system must be able to return feedback results in a relatively short period of time.

2.1.3 Drawbacks of Rocchio method based on relevance feedback

Although relevance feedback has proven to be an effective way to improve information
retrieval performance, it is rarely used in practice [NIE 96]. This mechanism has been
incorporated into several online search engines, but few users actually use it. Nie thinks that
an important reason is the short term effect of a relevance feedback. A user has to make
great efforts in evaluating documents, but the evaluation only has an effort on a single
query. Once a new query is input, new evaluations have to be made. From the user’s point
of view, it is simply not worth the effort. However, we think users are ready to make the
effort when the effect is permanent. Therefore, we will suggest a way to adjust the system’s
knowledge according to relevance feedback.

2.2 Knowledge base for relevance feedback
2.2.1 Relevance feedback and Instance reuse

Our proposal is based on the Rocchio method of query expansion. The principle approach
of the proposed solution, consists on “completing” the documents used for the query
expansion issued from the current relevance feedback, by the evaluated documents
extracted from the previous search instances. On the basis of these documents -coming
from both sources-, we apply the Rocchio approach of query expansion, as illustrated in
Figure 2. Thus, terms added to the user query could result from the instance base
documents, evaluated previously by the user or other users being in similar search contexts,
and having similar profiles.

However, these two document sources (showed in Figure 2) are not independent,
since the documents evaluated during the previous search iteration (Relevance feedback)
represent also an instance contained in the memory of instances.
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Figure 2: Instance reuse as complement to relevance feedback for query expansion

The interest of our proposal is primarily justified when no relevance feedback is made by
the user during his search session. In this case, the reuse of the instance base constitutes an
interesting alternative for the query expansion. Moreover, this enables to give a certain
“freedom” to the user, because he doesn’t have to evaluate documents relevancy to obtain
system help to express his query.

Nevertheless, the instances reused cannot contribute in the same way for query
expansion. For this, we propose to weight this contribution, according to the “confidence
degree” of the reused instance. This concept will be detailed in the following paragraph.

2.2.2 Adapting Rocchio method for query expansion based on experience reuse

Giving the current instance represented by: Lurrent = (Uecurrens Qeurrents Deurreny Ecurrent);

Instance miar = (Usimitar, Qsimitar, Dsimitars Esimitar): the most similar instance to the current
one (Ieurrent), With the confidence degree @simitar.
Dimiaris a set of documents d;. d; is the weighted term vector representing the document (or
a part of the document) that the user have chosen to evaluate; d; = <biy, biz-.., bin>;
Eimilar Tepresents the evaluation given by the user, on the relevancy of Dyimilar according to
Qsimilar-

The proposed expression of query expansion of Qcurren, COnsists on adapting the
Rocchio approach, by reusing the evaluated documents Dyimia, €xtracted from the instance

Isimilar-

Zdlei + simitar X7 ‘l— Ediei 4

AED imitar- I similar—n | A€ Dymitar-

’ 1
chrrem =X Qiimitar + Pimitar * B | D

similar-r

d; € Dyimitar; €i € Egimiar; €i €[-1, 1]; e; corresponds to the evaluation of d;
o By €[01]; o B y are coefficients defined in the Rocchio expression (3).
¢’.\'imilar € [0: 1] 5 ¢similar Conﬁdence degree OfIsimilar
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Dyimitar- » represent relevant document set of the instance Igmiiar

Dyimitar-n tepresent non relevant document set of the instance piiar

The new expression for query expansion is based on documents extracted from the instance
base. The added terms result from documents evaluated by users when they were in similar
search situations. However, we give more importance to the contribution of the instance
coming from a relevance feedback compared to those coming from the instance memory.
Hence, we propose to decrease by @ (confidence degree of the similar instance) the
contribution of this instance in the proposed expression (4).

Nevertheless, when the used instance corresponds to a relevance feedback
(documents evaluated by the same user during the same session of search), the confidence
degree of this instance is maximal (@ = /). In this case, the expression enables to apply the
classical Rocchio approach.

2.2.3 Combining learning to the Rocchio approach

As presented above, our system allows two types of learning:

Long term learning thanks to the instance memory. The reuse approach and instance based
learning allows the user to benefit from the aid of the system without having to interact and
evaluate during each session, the collected documents (contrary to traditional methods of
query expansion based on relevance feedback).

However, our solution is optimal when the number of instances of the instance base
is significantly important. In the opposite case, the system functions, as Rocchio, are based
on relevance feedback. The effectiveness of the instance base is well exploited when the
user population using the system have common interests and carry out more exploitable
common searches then other users. This is a classical constraint in the co-operative systems.

Short term learning thanks to the training by reward / penalty of the search
instances. The system evolves according to the failure / success of the proposed solutions.

3. Application case: sight deficient users
3.1 Project context

This research is carried out within the framework of a project of the Rhone-Alpes
department. The project is entitled: “pedagogic information access systems for sightless
users: use of speech and sound”. From existing virtual libraries specialized in engineering
sciences (scientific documents), the goal of this project is to produce an “intelligent” tool of
information retrieval, adapted to the visually defective users. At this level, we are interested
on the one hand in the design of an information retrieval system allowing to help the user to
better formulate his information need on the one hand, and to offer to him a better access to
the documents.

These specific users have particular information access difficulties, which is added
to the traditional constraints of information retrieval (query formulation difficulties,
irrelevant answers, etc). These accessibility difficulties are accentuated in the context of
scientific documents (Braille transcribing and/or voice synthesis). This work concerning the
accessibility aspects (Design of accessible IHM, transcribing Braille and/or vocal), was
carried out in collaboration with the other partners of the project, and is detailed in [JER
2000b ]. A work in close collaboration with “sight deficient” scientists enabled us to note
that it becomes crucial for these users to have dedicated systems, taking in account their use
profile. It becomes tiresome to these handicapped users to exploit the current information
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retrieval. This is due not only to the accessibility problems, but also to the imposed use
logic of these systems (too interactive system, visual criteria, navigational logic, etc).

3.2 Sight deficient user profile

In this work, we applied the user model (§ 2) to the specific case of the sight deficient
users, under a university context using scientific documents. In a study on the behavior of
these users [BER 98], we highlighted the following features:

= The visual user group (U;): Sighted, Sight deficient, blind user

= The user category or function (U): Student, Teacher, Researcher, Engineer
» The field of interest ({/>): Mathematical, Natural science, Biology, etc.

» The knowledge about the system (Uj3)

»  The documentary preferences (U, ;): restitution preferences (Braille, vocal), abstract
extraction, document support, etc.

* The finality or goal of the search (Us,2): bibliographical synthesis, technological survey,
project study, etc.

These features are taken into account to evaluate the similarity of user profiles, by our

prototype COSYDOR.

4. Experiments and evaluations using test corpus
4.1 COSYDOR prototype presentation
Our prototype COSYDOR (Cooperative SYstem for DOcument Retrieval) is based on

Intermedia de Oracle 8i. We enriched Intermedia by an intelligent layer (developed in java)
enabling the users query expansion and the management of the instance base (Figure 3).

Document

collection

COSYDOR

Expanded
query Query
expansion

Document retreival
system: Intermedia
Oracle 8i

e ——
Instance
memory

Identification
Evaluations & query expression

Final uscr J

Figure 3: COSYDOR prototype

Instance memory
management

Intermedia is a textual DBMS, using linguistic tools (thesaurus, lexicon, etc.) for
documents and queries representation. The choice of this tool results from a comparative
survey on several information retrieval systems [JER 2001a]. Intermedia proved to be most
relevant in our context. One of its advantages, is to offer paragraph extraction functionality,
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enabling to present document “views” during the document restitution to the user. This
makes the user evaluation more precise on the one hand, and makes easier the access to the
long documents for the sight deficient users on the other hand.

4.2 Test and evaluations
4.2.1 TREC test corpus

In order to test and to evaluate the contribution of our system, we have used a TREC corpus
of test. TREC' (Text Retrieval Conference) is an American organization which provides a
corpus of tests and common procedures of analysis of performance. Among this base of
tests, we used and indexed a whole of 7000 documents, in format HTML, relatively long
(approximately 600 mots/document) and specialized in the biomedical field. We reused the
examples of search provided by TREC, and calculated the various indices of performance
of our system: the rate of precision (a number of collected relevant documents / a total
number of collected documents) and the rate of recall (a number of collected relevant
documents / a total number of relevant documents of the documentary corpus).

In this base of tests, we used the expansion possibilities of our system to note our work
contribution and improvement, compared to the Intermedia results. Our procedure of tests
consists on iterations of retrieval, where query expansion are evaluated by “initiated” users.
For each iteration, the rate of recall and the precision of the answers are processed.

4.2.2 Evaluations

In the carried out tests, we note that the rates of precision/recall are improved comparing to
iteration 0, which corresponds to Intermedia performance. Thus, our solution enables to
opuimize Intermedia results. The experimental average of precision/recall rates for
information retrieval is generally around O,3 [NIE 96]. These rates are often antagonistic,
which justifies the shape of the obtained curves (Figure 3). We noticed that this is related to
the type of expansion carried out. Indeed, we noted that the positive query expansion (terms
extracted from relevant documents) causes a significant increase in precision rate (iteration
2 and 4). However, negative expansions were less effective.

"~ Recall rete

=% Pradisicn rate

i aﬂapemlnaﬂ\am\gig /f‘/\\(,\' :
ey s
o ‘
0

0 1 2 3 4 5 6

Figure 4: Performance evaluation of COSYDOR

Beyond the fourth iteration, we observed that the rates of recall / precision decreased.
This is due to the length (a number of terms) of the query. Indeed, beyond a maximum
number of added terms (5 terms in our context), the performance of expansion falls.

" http:/ftrec.nist.gov
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Moreover, the quantitative tests results enabled us to note the significant
contribution to the system performance, of the weights assigned to the terms of the initial
query.

The first evaluation results, although very encouraging, must be moderated by the
limited number of tests (ten queries). Moreover, the users who contributed to the tests have
very close profiles, and were previously initiated to the system use. It would be interesting
to carry out these tests on a broader sample of users, having different profiles and having a
visual handicap.

The second part of our evaluation consists on the comparison of COSYDOR
performances versus other information retrieval systems using manual and automatic query
expansion. The results of these systems were provided to us by TREC. First
experimentation of these comparative tests are currently carried out in our laboratory.

5. Conclusion

The goal to build a knowledge base making “permanent” the user evaluations on search
results, represents our first work motivation.

The search instances memory offers several improvements, compared to the
Rocchio method of query expansion based exclusively on the relevance feedback.

The first advantage of the memorization consists to present an alternative solution to
the Rocchio method, so that the user can be offered the system aid, without having to
interact and to evaluate the collected documents, during each retrieval session. In fact,
traditional methods of query expansion based on relevance feedback, are applied only after
user interaction and after an evaluation of the retrieved documents relevancy. This approach
“ignores” all knowledge chunks of the former search situations made by the user or by
other users having “similar” profiles, and being in a close search situation.

The second advantage of the instance memory, is to enable the system to learn
progressively, with experience acquisition. Indeed, the query expansion based on relevance
feedback methods, constrain the system to make the same training during each session of
search, from a search iteration to another, in order to arrive to an optimal query. Whereas, it
would be interesting to avoid these repetitive stages, by memorizing the search instances
and their corresponding evaluations.

The third advantage is related to user psychology. It will be much easier to get user
to invest in the effort of evaluations, if they know that these will be permanent and
reusable. This “reluctance” constitutes a real obstacle in the use of systems based on
relevance feedback [NIE 96].

However, memorizing and reusing evaluations is a difficult task. It requires the
ability to reproduce all the context of documents evaluation carried out by users, so that the
memorized knowledge is representative of the moment, and the reuse is suitable. This
justifies all the effort of contextual representation and modeling of search instance,
presented in the first part of this paper.

These features were carried out in the COSYDOR system, implemented in Java,
based on Intermedia (Oracle 8i). Tests and evaluations are carried out using the test corpus
of TREC (7000 documents in the biomedical field) and their common procedures of
performance analysis. The results show, for first search iterations, a significant
improvement of performance compared to that of Intermedia. However, our sample of
users is not sufficiently representative. Thus, an obvious direction for further research is to
widen the sample of users in the experimental tests.

This work is carried out within the framework of a regional project, in which the
sight deficient users constitute our application case. This research represents a considerable
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contribution for these users, considering their use difficulties of the current information
retrieval systems (too interactive systems, accessibility problems, eic).
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